
Components of RL Systems

I Policy: defines the behaviour of the agent
I is a mapping from a state to an action
I can be stochastic: ⇡(a|s) = P[At = a|St = s]
I or deterministic: ⇡(s) = a

I Value-function: defines the expected value of a state or an action
I v⇡(s) = E[Gt|St = s] and q⇡(s, a) = E[Gt|St = s,At = a]
I can be used to evaluate states or to extract a good policy

I Model: defines the transitions between states in an environment
I p yields the next state and reward
I p(s0, r|s, a) = Pr{St+1 = s0, Rt+1 = r|St = s,At = a}
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