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Please fill in your name above and tick exactly one box for the right answer of each question below.

1. What is the probability density function (PDF) px (x) for a normally distributed random variable X with mean —3 and standard

10.

. What is the PDF of a variable

. Regard a random variable \ €

1
279 "7

deviation 3? The answer is px (z) =

<T+3> <r+s>2

@[] e [ ] e

(T J)

©[] e

(@=3)7

@[] e =

What does the term \/7 in px (z) ensure?

@[] [Z. p() = o[ ]

©[ ]

(d)[ | Nothing

y with uniform distribution on

the interval [5,7]? For z € [5,7

] it has the value:

(a)[] pz _iz

®[ ] p:(y)

©[] py(2)

] py(2) =3

What is the PDF of an n-dimensional normally distributed variable Z with zero mean and covariance matrix > > 0 ? The

answer is py () =

1 —1zTs 1 — 1Ty g
(a)D \/(27r)"trace(2)e ’ (b)[] (2m)n det(E)e 2
1 —1zTy1 1 laTs "ty
©OL] e D] e

Regard a random variable X € R™ with mean . € R™ and covariance matrix 3 € R™*™, For a fixed b € R™ an

d

D, A € R™*" regard another random variable Y defined by Y = Ab + D X. What is the covariance matrix of Y'?

@[] D=DT [ ] AT A

©[ ] D'e(DT)!

@[] Dx-'DT

Above in Question 5, what is the mean of the matrix valued r

andom variable Z = YYT?

@[] (Ab+ Dp)(Ab+ Dp)” + DEDT

O[] (Ab+ Du)(Ab+ Dp)™

(©[ ] AbbT AT +2Abp" DT + DEDT

@[] bTATAb+2p" DT Ab+ " DT

A scalar random variable has the variance w. What is its standard deviation?

@[] w O[] w?

©[ ] w?

@[] vw

R with zero mean and standard deviation d. What is the mean

of the random variable y = A2 ?

@[] 0 o[ ] d

©[] o

@[] rA+d

Regard a random variable X
Z=c"XXTc?

€ R"™ with zero mean and covariance matrix >. Given a vector ¢ € R"”,

what is the mean of

(@[ ] det(%) ®[ ] cTtrace(E

©[]

@[] cetrace(s)

What is the minimizer z* of the convex function f : R 4 —

R, f(z) = —log(z) + 5a?

@[] 2=~ O[] 2*=1/5

©[] z*=€e" -1

@[] =*=5
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What is the minimizer z* of the convex function f : R = R, | f(z) = a + ay? — 38y ‘with 8>07?

@[] a*=2 O[] »*=2L @[] =% @[] «+=2
What is the minimizer of the function f : R" — R,| f(z) = || — b+ DTz||3 ‘ (with DT of rank n)? The answer is z* =
@[] —(DTD)"'DTh || [ ] (DDT)"'Db @[] —(DDT)"'Db || @[] (DTD)"'DTb

For a matrix ® € RV *? with rank d, what is its pseudo-inverse T+ ?

@[] (@oT)toT ®[] (ee7)"'® ©[] (@Te)"toT @[] (7o) '

Given a sequence of numbers y(1), ..., y(N), what is the minimizer 0* of the function | f(6) = Zgzl(y(k) —30)%|?

k)
(a) D 3LN 227:1 y(k’)2 (b) D S yk) 1 y(k) ©) D QLN 22;1 y(k’)2 d) D 2 k=1 Y(k) 1 y(k)
Given a prediction model ’y = Oz (k) + 201 + 032 (k)3 + ( ‘ with unknown parameter vector 6 = (61, 6,,63)”, and
assuming i.i.d. noise €(k) with zero mean, and given a sequence of N scalar input and output measurements (1), ..., z(N)
and y(1),...,y(N), we want to compute the linear least squares (LLS) estimate On by minimizing the fU.IlCthIl f 9) =

lyn — @n0|3. I yn = (y(1),...,y(N))T, how do we need to choose the matrix & € RV*2 2

(d) L]
() L] ® L] © LI 2 20) =)
z(1) 2 =z(1)3 z(1) 1 =z(1)3 1 oz(1) =z(1)3 .

2(1) 2 2(N)? #(N) 1 z(N)? 1 2(N) a(N)?

Which of the following is NOT a name of a probability distribution?
(@[ | Uniform (b)[ | Gaussian (¢)[ ] Newton (d)[ ] Laplace

Given a random variable X, where X ~ U[—1, 1], regard the following X -dependent random variables Y. For one of them X
and Y are uncorrelated, which one?

@] | y=sin(x) b)[ ] y=cos(z) ©[ ] y=a? @[] y=e"

Given a set of measurements yy following the model y = ®xn0y + €, where ® is a regression matrix, 6y a vector with
true parameter values and €(k) ~ A(0, 02) the noise contribution for k = 1, ..., N, we can compute the LLS estimator of the
parameters 6 as 0y g. Defining the covariance of 9Ls as X5, which of the followmg is NOT true?

@[ ] 01 is a random variable ®[ ] OLg ~ N(6o,%;)
©[] =3 =02(@f ®%) O[] s = Phyn

In the case given in the previous question, if the measurements y come from a single experiment, which condition does the
noise require in order to be able to compute an estimate of o'2?

Imagine that the condition asked in the previous exercise is not met. We know that the noise has zero mean and covariance
Yen - What would be the covariance matrix X5 of the unweighted LLS estimate?

@[] S ®h o O[] Slehoy
©[] eXzlen @[] @;&N@;
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